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In the evolving landscape of digital education, Learning
Management Systems (LMS) have become pivotal in managing
student engagement and academic resources. These platforms not
only facilitate course delivery but also log extensive behavioral data,
including attendance rates, quiz performances, LMS usage time, and
forum activities. Leveraging this data, educators and institutions can
enhance academic outcomes through predictive analytics. This study
investigates the use of Random Forest Regression, a machine
learning technique, to predict student final grades based on LMS
behavioral data. A synthetic dataset comprising 100 student records
was used, each containing features that reflect engagement and
performance. The data underwent standard preprocessing procedures
including normalization and partitioning into training and testing
sets. The Random Forest model was trained and evaluated using
Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE)
as performance metrics. The model achieved a MAE of 4.57 and
RMSE of 5.90, indicating a high level of predictive accuracy.
Feature importance analysis revealed that average quiz score and
attendance rate were the most significant predictors, followed by
LMS time and forum activity. These findings demonstrate the
effectiveness of ensemble learning methods in educational settings
and support the integration of predictive systems in LMS platforms
for real-time academic monitoring. Such systems could provide early
alerts for at-risk students and assist educators in designing targeted
interventions. This research contributes to the field of Educational
Data Mining by validating the practical utility of Random Forest
Regression in supporting personalized and data-driven learning
strategies.

1. INTRODUCTION

With the emergence of digital learning
platforms, educational institutions are now
equipped with the ability to capture and
analyze large-scale student interaction data.

Learning Management Systems (LMS)
such as Moodle and Blackboard record
students’ activities including attendance,
quiz participation, time-on-task, and forum
interactions, which can be invaluable for



understanding learning behaviors and
outcomes [1]. While traditional
assessments measure academic
achievement at fixed intervals, LMS data
provides a continuous stream of behavioral
indicators that reflect student engagement
in real-time.

Conventional student evaluation methods
often overlook patterns in these behavioral
indicators. To address this, the field of
Educational Data Mining (EDM) has
emerged, combining data  science
techniques with pedagogical insights to
predict, understand, and optimize student
learning experiences [2], [3]. Machine
learning (ML) is a key component of EDM,
allowing systems to discover complex,
nonlinear relationships between student
behavior and academic outcomes [4], [5].
Among ML  methods, ensemble
approaches like Random Forest are
popular for their robustness, accuracy, and
interpret-ability [6]. Random Forest
Regression, in particular, is a powerful
predictive model for continuous variables
such as final grades. It works by
aggregating predictions from multiple
decision trees, each trained on different
subsets of the data, thus improving
generalization and reducing over-fitting
[7]. Additionally, this model offers feature
importance metrics that indicate which
behavioral inputs—Ilike quiz scores or
forum activity—are most influential in
predicting academic success [8]. This
study applies Random Forest Regression
to predict final academic performance
based on simulated LMS data, including
attendance rate, average quiz scores, LMS
usage time, and forum activity. The aim is
to answer two key questions: (1) How
accurately can academic performance be
predicted from behavioral indicators? and
(2) Which behaviors contribute most to the
prediction model?

The significance of this research lies in its
practical implications. By enabling early
identification of students who may be
under-performing, institutions can design
timely interventions and personalize
learning support [9], [10]. Furthermore,
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such predictive analytics can inform
instructional ~ design and  resource
allocation in digital learning environments.
The rest of this paper is organized as
follows: Section 2 presents the data-set
and methods, Section 3 discusses the
results, and Section 4 concludes with
insights and future work.

2. METHODS

This study uses a dataset of 100 synthetic
student  records  simulating = LMS
behavioral data. Each record contains five
attributes:

(1) Attendance Rate (normalized between
0 and 1),

(2) Average Quiz Score (in percentage),
(3) Weekly Time Spent on LMS (in hours),
(4) Forum Activity (count of posts/replies),
(5) Final Grade (target variable).

The  preprocessing phase included
checking for missing values, standardizing
features using the StandardScaler, and
splitting the dataset into training and
testing sets using an 80:20 ratio. Feature
normalization was essential to prevent
scale bias in the model.

A Random Forest Regressor was selected
due to its robustness, ability to handle non-
linear relationships, and capacity for
evaluating feature importance. The model
was implemented using the Scikit-learn
library [14] with 100 estimators and
default parameters. Model performance
was evaluated using Mean Absolute Error
(MAE) and Root Mean Squared Error
(RMSE), standard metrics in regression
tasks [10].

3. RESULTS AND DISCUSSION

The Random Forest model achieved a
MAE of 4.57 and RMSE of 5.90,
indicating good predictive accuracy for
student final grades. Figure 1 shows the
alignment between predicted and actual
grades, revealing that most predictions fall
close to the diagonal ideal line.

Feature importance analysis (Figure 2)
demonstrates that average quiz scores
contributed the most to the prediction,
followed by attendance rate, LMS usage
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time, and forum activity. This aligns with
educational theory, where formative
assessments and consistent engagement
are considered key predictors of academic
achievement [3].

The results validate the effectiveness of
Random Forest in capturing complex

relationships in behavioral data. Such
models can be used in academic support
systems to monitor student performance in
real time and trigger early interventions
when necessary.

Figure 1. Predicted vs Actual Final Grades

85 ™ ”z’
Q ,r”
© I
E 80 ™ ,/’
€2} LS ’»«’
© ™
= 157
© o
o -
© 701 gt
© >
= o
o 65 F ”’,r
60 b7 . . | . |
60 65 70 5 80 85
Actual Final Grade
Figure 1. Predicted vs Actual Final Grades
Figure 2. Feature Importance
Attendance_Rate
0 Avg_Quiz_Score
3
©
N

Time_on_LMS per_week

Forum_Activity

0.0

0.1 0.2 0.3
Importance Score

Figure 2. Feature Importance of LMS Features



1. CONCLUSION

This paper demonstrated that
student academic performance can
be predicted effectively using
behavioral data from LMS platforms
and Random Forest Regression. The
model achieved acceptable accuracy,
and its interpretability makes it
useful for informing educational
interventions. In future work, real-
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world datasets could be used to
validate the findings, and other
machine learning models including
classification and deep learning
approaches could be explored for
comparison. Real-time deployment
in LMS systems could also be
considered for continuous
monitoring of student engagement
and risk detection.
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